Linear Algebra

LINEAR ALGEBRA: VECTOR SPACES

True or False?
v1,...,V, € V arelinearly dependent if and only

if thereexists j € {1,...,n}anday,...,a, € K
such that
V; = Z AU

LINEAR ALGEBRA: VECTOR SPACES

True or False?
The vectors (1,1, 1), (—1,0,1),(0,1,0) € R?
form a basis of R? (here, R? is a vector space over R)

LINEAR ALGEBRA: VECTOR SPACES

True or False?
The vectors
= (1 2,3),v2 =(1,3,2),v3 = (2,1,3)
(2,3,1),v5 = (3,1,2),v6 = (3,2, 1) are
hnearly independent in R3.
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LINEAR ALGEBRA: VECTOR SPACES

True or False?
Forn € N, any set of n + 1 vectors in R" is not
linearly independent.

LINEAR ALGEBRA: VECTOR SPACES

True or False?
Forn € N, any set of n + 1 vectors in R" spans.

LINEAR ALGEBRA: VECTOR SPACES

True or False?

V is a vector space. If the set vy, ..., v, € Vis
linearly independent but does not span V/, then
there existav € V such thatvy, ..., v,,vare
linearly independent.

LINEAR ALGEBRA: VECTOR SPACES

True or False?
Ll—z1—2%...,1—2"€R[x]<,
form a basis.

LINEAR ALGEBRA: VECTOR SPACES

True or False?
C" is a vector space over R of dimension 2n (there
exists a basis of (C", R) of 2n vectors).

LINEAR ALGEBRA: VECTOR SPACES

True or False?
{(1+2)f: k=0,...,n} C R[x]<, forms a basis
OfR[.Z']Sn

LINEAR ALGEBRA: VECTOR SPACES

True or False?
For any finite set A of vectors spanning a vector
space V/, there exists a subset {vy, ..., v,} C A
which is a basis of V.
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True.
For an arbitrary (z,y, z) € R?, we may solve

(I, Y, Z) = Oé(l, 15 1) + 5(715 07 1) + V(Oa 170) which
1

givesa =1(z+2),8=1(z—2)andy =y — 3(z +2).

This shows that the vectors span the space.
Now, we need to explain why the vectors are linearly
independent. Either we can write
a(1,1,1) + B8(—1,0,1) + v(0,1,0) = 0 and show that
a = 8 =~ = 0 or we can say that any set of 1 vectors that
span an 1 dimensional vector space must also be linearly
independent (and hence a basis) .

True.
The vectors are not linearly independent (i.e. are linearly
dependent) if and only if there exists o1, . . ., o, € Kwhich
are not all zero such that

a1vy + -+ apv, = 0.

Letting 7 be such that a; # 0, we obtain

1
UV = —— E QUL
Iy

I ki k)

True.
Seen in lectures a more general result. .

False.
R? has dimension 3 and so any set of more than 3 vectors
cannot be linearly independent. .

True.

Since the set does not span V, there existsa v € V' that
cannot be written as a linear combination of v1, . . ., v,,.
Now, if ajv, + . .. apv, + av = 0then a = 0 (if not

v = —é(al Uy + ... Uy, contradicting the fact v is notin
the span of the v;) and so a1 vy, + . . . o, v, = 0 which
implies all a; = 0 by linear independence of the v;. This

means vy, . . . , U, v is linearly independent .

False.
e.g. take v € V, thesetv, 2v,3v, ..., (n + 1)v has the same
span as v (which is the whole space if and only if n = 1).

True! Weleteq, ..., e, is the standard basis of R™. We claim
that E = {e1,...,ep,le1,... i€, }isabasis of (C", R).
For z € C", we can find real vectors x, y € R™ such that
z = x + iy andsinceeq, . .., e, is a basis of R™, we can
conclude that F spans (C™, R). Similarly, supposing that
arer + -+ ape, + Brier + - - - + ayie, = 0for
o, B; € R.0 € Cis the point where both real and
imaginary components are zero. Therefore, we have
are; + -+ ane, = 0and Breq + - -+ + Bre, = 0thus,
by the linear independence of the standard vectors,
aj = fj = Oforall j. Thatis, £ is lin. independent over R .

True.
A general polynomial can be written as
p(z) = apa™ + -+ + a1 + ap which is also
p(z) = —a,(1-2")— - —ay(1—2)+ap+ar+- - +a,
and so the set of polynomials span the space. They are linearly
independent because there is 7 spanning vectors in an 1
dimensional space .

True.
We shift the set A to get a set of linearly independent vectors
which also span by the assumption that A spans.

True.

Letvy = (1+z)¥fork = 0,...,n. R[z]<, is of dimension
n + 1 so we only need to show that vy, . . . , v, spans. We
show this by induction on n. Forn = 0, R[z]<o = Rand 1
spans the space. Suppose that vy, . . ., U, —1 spans R[] <, —1.
Now for p(z) = apx™ + -+ - + oz + o € Rlz]<p, we
can write p(z) = oy, (1 + )" + g(z) where g(z) isa
polynomial of degree at most 7 — 1 and so may be written as a

linear combination of vy, . . . , v, —1 by induction .
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LINEAR ALGEBRA: VECTOR SPACES

True or False?
Let V be a finite dimensional vector space. For any
set A of linearly independent vectors, there exists a
superset {v1, ..., v, } O A whichisabasis of V.

LINEAR ALGEBRA: VECTOR SPACES

True or False?
Let V be a finite dimensional vector space over R.
There exists infinitely many sets of linearly
independent vectors.

LINEAR ALGEBRA: VECTOR SPACES

True or False?
Ifvy,...,v, € V forms a basis, then for any
i, ..., q, € Kthesetof vectors aijvy, . . ., vy
forms a basis.
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True. True.
If f1,..., fnisabasisof V, then afy, ..., afy, is a new basis We let E be a basis of V and define B = E'U A. Shifting B
of Vforalla € R\ {0}.. gives a super-set of A which is a basis of V..
False.

One or more of the «; may be zero which makes
O[j ’Uj = 0 S V .




